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• Known camera extrinsics are required for many state-of-the-art 

methods, but their calibration remains a manual process [1]

• Calibration quality is operator-dependent (coverage, motion 

blur, reflections) and time-consuming. 

• A single fixed-size marker may not be detected in all cameras 

due to large scale changes.

We propose a fully automated calibration solution for indoors 

based on multi-scale markers and a ceiling-mounted projector.

Multi-Scale Markers

• A set of markers with a common center point that is invariant 

under homography. In practice, most common markers are 

suitable, e.g. ArUco [2], CCTags [3].

Automatic Projection of Marker Arrays

Optimization of Extrinsic Camera Parameters

• Camera extrinsics are recovered via incremental Bundle 

Adjustment, similar to standard SfM pipelines [4]

• During initialization, a degenerate essential matrix estimation 

from co-planar 3D points must be circumvented.

→ Instead, estimate the pose 𝐏c2 of camera c2 relative to 

camera 𝑐1 by decomposing the inter-image homography 𝐻𝑐2

𝑐1

We test our method in a mock-up OR with four camera 

configurations. We use a calibration sequence of 70 seconds, 

totalling 22 400 markers.

Our fully automated calibration approach achieves mean 

reprojection errors of less than 0.35px in our experiments, on 

par with a manual calibration using a ChArUco board.

Spatial distribution of markers and reprojection errors:

Our approach yields higher success rates (for 0.5 / 2 / 5 pixel) 

compared to marker-free and manual calibration methods:

We propose a fully automated method for the calibration of 

camera extrinsic parameters in indoor environments, achieving 

state-of-the-art accuracy in 70 seconds without user input.
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1 Introduction
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• We generate a sequence of 

frames with an 𝑀𝑥𝑁 grid of 

markers at 𝑠𝑖 ∈ 𝑆 scales and 

spatial offsets (𝛿𝑥𝑗 , 𝛿𝑦𝑗) ∈ Δ.

• The frames are projected 

onto the OR floor using an 

entry-grade projector.
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